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# Лабораторная работа №6

**Ансамбли моделей машинного обучения**

## Цель лабораторной работы

Изучение ансамблей моделей машинного обучения.

## Задание

Выберите набор данных (датасет) для решения задачи классификации или регресии.

В случае необходимости проведите удаление или заполнение пропусков и кодирование категориальных признаков.

С использованием метода train\_test\_split разделите выборку на обучающую и тестовую. Обучите две ансамблевые модели. Оцените качество моделей с помощью одной из подходящих для задачи метрик. Сравните качество полученных моделей.

# Ход выполнения лабораторной работы

In [1]:

**import pandas as pd import seaborn as sns import numpy as np**

**import matplotlib.pyplot as plt**

**from sklearn.preprocessing import** MinMaxScaler

**from sklearn.model\_selection import** train\_test\_split

**from sklearn.metrics import** f1\_score, precision\_score, recall\_score, accuracy\_score

**from sklearn.ensemble import** RandomForestClassifier

**from sklearn.ensemble import** GradientBoostingClassifier

%**matplotlib** inline sns.set(style="ticks")

In [2]:

col\_list = ['Pelvic\_incidence', 'Pelvic\_tilt', 'Lumbar\_lordosis\_angle', 'Sacral\_slope', 'Pelvic\_radius', 'Degree\_spondylolisthesis', 'Pelvic\_slope',

'Direct\_tilt', 'Thoracic\_slope', 'Cervical\_tilt', 'Sacrum\_angle', 'Scoliosis\_slope', 'Class\_att', 'To\_drop']

data = pd.read\_csv('data/Dataset\_spine.csv', names=col\_list, header=1, sep=",") data.drop('To\_drop', axis=1, inplace=**True**)

In [3]:

data.head()

Out[3]:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Pelvic\_incidence** | **Pelvic\_tilt** | **Lumbar\_lordosis\_angle** | **Sacral\_slope** | **Pelvic\_radius** | **Degree\_spondy** |
| **0** 39.056951 | 10.060991 | 25.015378 | 28.995960 | 114.405425 |  |
| **1** 68.832021 | 22.218482 | 50.092194 | 46.613539 | 105.985135 |  |
| **2** 69.297008 | 24.652878 | 44.311238 | 44.644130 | 101.868495 |  |
| **3** 49.712859 | 9.652075 | 28.317406 | 40.060784 | 108.168725 |  |
| **4** 40.250200 | 13.921907 | 25.124950 | 26.328293 | 130.327871 |  |

In [4]:

data.isnull().sum()

Out[4]: Pelvic\_incidence 0

Pelvic\_tilt 0

Lumbar\_lordosis\_angle 0

Sacral\_slope 0

Pelvic\_radius 0

Degree\_spondylolisthesis 0

Pelvic\_slope 0

Direct\_tilt 0

Thoracic\_slope 0

Cervical\_tilt 0

Sacrum\_angle 0

Scoliosis\_slope 0

Class\_att 0

dtype: int64

Пропуски данных отсутствуют.

In [5]:

*#Кодирование категориальных признаков*

data['Class\_att'] = data['Class\_att'].map({'Abnormal': 1, 'Normal': 0})

**В качестве метрики для решения задачи классификации будем использовать: Precision - доля верно предсказанных классификатором положительных объектов, из всех объектов, которые классификатор верно или неверно определил как положительные.**

Разработаем класс, который позволит сохранять метрики качества построенных моделей и реализует визуализацию метрик качества.

In [6]:

**class MetricLogger**:

**def** init (self):

self.df = pd.DataFrame(

{'metric': pd.Series([], dtype='str'),

'alg': pd.Series([], dtype='str'),

'value': pd.Series([], dtype='float')})

**def** add(self, metric, alg, value):

*"""*

*Добавление значения*

*"""*

*# Удаление значения если оно уже было ранее добавлено* self.df.drop(self.df[(self.df['metric']==metric)&(self.df['alg']==alg)].index, inplace = **True**) *# Добавление нового значения*

temp = [{'metric':metric, 'alg':alg, 'value':value}] self.df = self.df.append(temp, ignore\_index=**True**)

**def** get\_data\_for\_metric(self, metric, ascending=**True**):

*"""*

*Формирование данных с фильтром по метрике*

*"""*

temp\_data = self.df[self.df['metric']==metric]

temp\_data\_2 = temp\_data.sort\_values(by='value', ascending=ascending)

**return** temp\_data\_2['alg'].values, temp\_data\_2['value'].values

**def** plot(self, str\_header, metric, ascending=**True**, figsize=(5, 5)):

*"""*

*Вывод графика*

*"""*

array\_labels, array\_metric = self.get\_data\_for\_metric(metric, ascending) fig, ax1 = plt.subplots(figsize=figsize)

pos = np.arange(len(array\_metric)) rects = ax1.barh(pos, array\_metric, align='center',

height=0.5, tick\_label=array\_labels)

ax1.set\_title(str\_header)

**for** a,b **in** zip(pos, array\_metric):

plt.text(0.5, a-0.05, str(round(b,3)), color='white') plt.show()

Для задачи классификации будем использовать случайный лес и градиентный бустинг.

## Формирование обучающей и тестовой выборок

In [7]:

data.columns

Out[7]: Index(['Pelvic\_incidence', 'Pelvic\_tilt', 'Lumbar\_lordosis\_angle', 'Sacral\_slope', 'Pelvic\_radius', 'Degree\_spondylolisthesis', 'Pelvic\_slope', 'Direct\_tilt', 'Thoracic\_slope', 'Cervical\_tilt', 'Sacrum\_angle', 'Scoliosis\_slope', 'Class\_att'], dtype='object')

In [8]:

data.dtypes

Out[8]: Pelvic\_incidence float64 Pelvic\_tilt float64 Lumbar\_lordosis\_angle float64 Sacral\_slope float64

Pelvic\_radius float64 Degree\_spondylolisthesis float64 Pelvic\_slope float64

Direct\_tilt float64 Thoracic\_slope float64

Cervical\_tilt float64 Sacrum\_angle float64

Scoliosis\_slope float64

Class\_att int64 dtype: object

In [9]:

*# Признаки для задачи классификации*

class\_cols = ['Pelvic\_incidence', 'Pelvic\_tilt', 'Lumbar\_lordosis\_angle', 'Degree\_spondylolisthesis',

]

In [10]:

X = data[class\_cols] Y = data['Class\_att'] X.shape

Out[10]: (309, 4)

In [11]:

*# С использованием метода train\_test\_split разделим выборку на обучающую и тестовую*

X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X, Y, test\_size=0.25, random\_state=1)

In [12]:

X\_train.shape, X\_test.shape, Y\_train.shape, Y\_test.shape

Out[12]: ((231, 4), (78, 4), (231,), (78,))

## Обучение моделей

In [13]:

*# Сохранение метрик*

clasMetricLogger = MetricLogger()

In [14]:

**def** train\_model(model\_name, model, MetricLogger): model.fit(X\_train, Y\_train)

Y\_pred = model.predict(X\_test)

precision = precision\_score(Y\_test.values, Y\_pred) MetricLogger.add('precision', model\_name, precision)

print('\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*') print(model\_name)

print(model) print("precision\_score:", precision)

In [15]:

train\_model('Случайный лес', RandomForestClassifier(), clasMetricLogger) train\_model('Градиентный бустинг', GradientBoostingClassifier(), clasMetricLogger)

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Случайный лес

RandomForestClassifier(bootstrap=True, ccp\_alpha=0.0, class\_weight=None, criterion='gini', max\_depth=None, max\_features='auto', max\_leaf\_nodes=None, max\_samples=None, min\_impurity\_decrease=0.0, min\_impurity\_split=None, min\_samples\_leaf=1, min\_samples\_split=2, min\_weight\_fraction\_leaf=0.0, n\_estimators=100, n\_jobs=None, oob\_score=False, random\_state=None, verbose=0, warm\_start=False)

precision\_score: 0.8363636363636363

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Градиентный бустинг

GradientBoostingClassifier(ccp\_alpha=0.0, criterion='friedman\_mse', init=None, learning\_rate=0.1, loss='deviance', max\_depth=3, max\_features=None, max\_leaf\_nodes=None,

min\_impurity\_decrease=0.0, min\_impurity\_split=None, min\_samples\_leaf=1, min\_samples\_split=2, min\_weight\_fraction\_leaf=0.0, n\_estimators=100, n\_iter\_no\_change=None, presort='deprecated', random\_state=None, subsample=1.0, tol=0.0001, validation\_fraction=0.1, verbose=0,

warm\_start=False) precision\_score: 0.8333333333333334

## Оценка качества моделей

In [16]:

*# Метрики качества модели*

clas\_metrics = clasMetricLogger.df['metric'].unique() clas\_metrics

Out[16]: array(['precision'], dtype=object)

In [17]:

*# Построим графики метрик качества модели*

**for** metric **in** clas\_metrics:

clasMetricLogger.plot('Метрика: ' + metric, metric, figsize=(5, 3))

![](data:image/png;base64,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)

На основании метрики precision лучшим оказался случайный лес.